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Abstract
We examine applications of clustering to the filtering

task. We use the on-line version of the star algorithm
[JPR98, JPR99] as the clustering tool because this algo-
rithm computes, with high precision, naturally occuring
topics in a collection and it admits an efficient on-line so-
lution for dynamic corpora. We describe several filtering
algorithms and show extensive experimental results using
the TREC collection.

1 Introduction
Our goal is to automate information access and orga-

nization by topic. In our previous work [JPR99, JPR98],
we presented an efficient algorithm for organizing static
and dynamic information by topic using the star cluster
algorithm. We do not impose the number of topics for the
collection; that is, the algorithm discovers as many topics
as there are present in the collection. Furthermore, our
probabilistic analysis shows guarantees on the accuracy of
each topic and on the time performance of the algorithm.
In a more recent paper [JRR00] we present precision-recall
and performance results for the star information algorithm
with sampling. In this paper we examine applications of
the star information organization algorithm to the filtering
task.

In the filtering application, the input is a stream of
documents. The user marks documents of interest and re-
quests similar texts from the stream of documents. In this
paper we propose keeping the documents that have already
been examined organized in clusters corresponding to top-
ics. We believe that this improves the performance of the
filtering system. In a clustered collection each new doc-
ument can be compared to the previously relevant docu-
ments, not just a query, which can potentially improve the
filtering results. The filtering system presents the user not
with the clusters, but with separate documents, and de-
cides automatically which clusters to track. Cluster qual-
ity and the ability to update clusters incrementally are

extremely important in this application.
We present algorithms for this approach to filtering that

use the star clustering algorithm, and experimental data.
Our experiments provide further evidence that the star
clustering algorithm is effective for information access in
dynamic corpora. Because the on-line version of the algo-
rithm is fast, relatively simple, and has good precision, the
method is especially suitable to information retrieval tasks
that have dynamic input streams, such as filtering.

2 Related Work
The filtering task, defined as the problem of selecting

relevant examples from an incoming stream of documents
based on an initial filtering profile and occasional relevance
feedback from a user, is the subject of study in the filter-
ing track of the Text REtrieval Conference [Hul97]. The
classic filtering problem is characterized by the stability
of the user’s interest. The TREC study formalizes the
filtering task, supplies test collections, provides valuable
discussion of evaluation methods and comparison of ap-
proaches. Based on the amount of training information
available, the filtering task is divided into subtasks: adap-
tive filtering and batch filtering.

Batch filtering operates with predefined topics and ex-
tensive relevance information. Schütze et al. [SHP95] demon-
strated that statistical classification algorithms outperform
the popular Rocchio relevance feedback algorithm in learn-
ing topic profiles for document routing. In addition, Hull
et al. [HPS96] noticed that the combination of classifiers
has better performance than individual algorithms.

Adaptive filtering operates under a realistic assumption
that relevance feedback could be obtained only for the
documents already retrieved. This setup requires learn-
ing algorithms to adjust to the minimal amount of train-
ing data, and to solve the problem of efficient selection
of learning examples. Callan [Cal98] proposed solutions
to some of these problems: an incremental algorithm for
learning filtering profiles responsive to new relevance feed-
back, and an algorithm for learning dissemination thresh-
olds that could be adjusted to user preference with respect
to precision and recall. The clustering scheme used by
University of Iowa team in TREC-7 [ERS98] employs two-
level single pass clustering based on a number of empiri-
cally obtained thresholds to weed out non-relevant docu-
ments based on their cluster membership and previously
obtained relevancy information. Mostafa et al. [MMLP97]



describe a general model for information filtering systems
that identifies relevance feedback and changing user in-
terests as two issues important to filtering models. Their
model is based on a two-level decomposition of the filtering
function: the first level maps the documents into a finite
number of classes, the second level function estimates user
relevance for the different classes. They argue that the
model leads to increased system efficiency, and reduced
complexity.

3 Background
Systems like Scatter/Gather [CKP93] provide a mecha-

nism for user-driven organization of data in a fixed number
of clusters, but the users need to be in the loop and the
computed clusters do not have accuracy guarantees. Scat-
ter/Gather uses fractionation to compute nearest-neighbor
clusters. Charika et al. [CCFM97] consider a dynamic clus-
tering algorithm to partition a collection of text documents
into a fixed number of clusters. Since in dynamic informa-
tion systems the number of topics is not known a priori,
a fixed number of clusters cannot generate a natural par-
tition of the information.

To compute accurate topic clusters, one possibility is
to formalize clustering as covering similarity graphs by
cliques. A clique cover will guarantee that its documents
are strongly related to each other. Covering by cliques is
intractable. We instead propose using a cover by dense
subgraphs that are star-shaped and that can be computed
off-line for static data and on-line for dynamic data. What
we lose in intra-cluster similarity guarantees, we gain in
computational efficiency.

We represent the document collection as a complete
similarity graph, where the vertices correspond to docu-
ments and the edges are weighted by a similarity measure.
We have used two measures: the cosine metric and an
information-theoretic metric. To compute accurate topic
clusters, we computed a thresholded similarity graph, there
the thresholding parameter σ is given by the smallest simi-
larity we would like to have between any documents within
a topic. We then approximate a clique cover of this graph
by covering the associated thresholded similarity graph
with star-shaped subgraphs. A star-shaped subgraph on
m +1 vertices consists of a single star center and m satel-
lite vertices, where there exist edges between the star cen-
ter and each of the satellite vertices. A greedy algorithm
computes this cover for static collections (see Figure 1).

In [JPR98, JPR99] we show an on-line version of this
algorithm that supports information organization in dy-
namic collection. The intuition behind the incremental
computation of the star cover of a graph after a new vertex
is inserted is as follows. Suppose a new vertex is inserted
in the star cover (which corresponds to the addition of a
new document. How does the addition of this new vertex
affect the correctness of the star cover? In general, the
answer depends on the degree of the new vertex and on its
adjacency list. If the adjacency list of the new vertex does
not contain any star centers, the new vertex can be added
in the star cover as a star center. If the adjacency list of
the new vertex contains any center vertex c whose degree
is equal or higher, the new vertex becomes a satellite ver-
tex of c. The difficult cases that destroy the correctness of
the star cover are (1) when the new vertex is adjacent to
a collection of star centers, each of whose degree is lower

For any threshold σ:

1. Let Gσ = (V,Eσ) where Eσ = {e : w(e) ≥ σ}.

2. Let each vertex in Gσ initially be unmarked.

3. Calculate the degree of each vertex v ∈ V .

4. Let the highest degree unmarked vertex be a star
center, and construct a cluster from the star center
and its associated satellite vertices. Mark each
node in the newly constructed cluster.

5. Repeat step 4 until all nodes are marked.

6. Represent each cluster by the document corre-
sponding to its associated star center.

Figure 1: The star algorithm

than that of the new vertex; and (2) when the new vertex
increases the degree of an adjacent satellite vertex beyond
the degree of its associated star center. In these situations,
the star structure already in place has to be modified; ex-
isting stars must be broken. The satellite vertices of these
broken stars must be re-evaluated.

Star-graph covers are interesting because they provide
accuracy guarantees on the computed topics. By investi-
gating the geometry of the problem, we can derive a lower
bound on the similarity between satellite vertices as well as
provide a formula (cos γ ≥ cos α1 cos α2+ σ

1+σ
sin α1 sinα2,

where α1 and α2 correspond to the similarity between
the center and the two satellites and σ is the similarity
threshold) for the expected similarity between satellite ver-
tices using the cosine metric. This formula predicts that
the pairwise similarity between satellite vertices in a star-
shaped subgraph is high, and together with empirical evi-
dence supporting this formula [JPR98] we conclude that
covering thresholded similarity graphs with star-shaped
subgraphs captures the topic contents of the document col-
lection.

In [JPR99, JPR98] we evaluated extensively the per-
formance of this method on several large collections. We
found that the star algorithm represents a 16.7% improve-
ment in performance with respect to average-link and an
40% improvement with respect to single-link.

3.1 An Information Organization System
We have built an information organization system and

presented the performance results for this system in [JPR99,
JPR98]. We have extended this system to support filter-
ing, as described in this paper. Figure 2 shows the interface
to our automated information organization on a digital li-
brary composed of news articles related to terrorism. A
user has several choices at the top level:

1. Add from Web allows the user to specify a set of
URLs. A Web Crawler is then synthesized to travel
to the given URLs, bring back the file and create a
directory with these files. A reference index is then
synthesized for this specified collection.

2. Add Websearch allows the user to specify a search
operation by keywords. The user types the keywords,



Figure 2: This figure shows the interface to the information organization system. The search and organization choices
are described at the top. The middle two windows show two views of the organized documents retrieved from the Web
or from the database. The left window shows the list of topics, the number of documents in each topic, and a keyword
summary for each topic. The right window shows a graphical description of the topics. Each topic corresponds to a disk.
The size of the disk is proportional to the number of documents in the topic cluster and the distance between two disks
is proportional to the topic similarity between the corresponding topics. The bottom window shows a list of titles for the
documents. The three views are connected: a click in one window causes the corresponding information to be highlighted
in the other two windows.

which are then passed to a search engine. The results
of the search are retrieved by the Web crawler, stored
in a directory, and organized automatically.

3. New allows the user to specify a new digital library.
The system hierarchically organizes the directory by
topic and presents this information to the user. The
results from Add from Web and Add Websearch can
be piped through this command.

4. Save allows the user to save an organization digital
collection for future reference.

5. Add Files allows the user to add new digital docu-
ments to an organized digital collection. This oper-
ation is efficient, as the files are incorporated in the
collection incrementally by the on-line star clustering
algorithm.

6. Remove Cluster allows the user to remove the doc-
uments corresponding to a topic from an organized

collection. This operation is also efficient using the
on-line star clustering algorithm.

7. Zoom In allows the user to traverse a hierarchical
organization structure downwards. The user zooms
in by clicking. This operation displays the subtopics
contained within the topic cluster.

8. Zoom Out allows the user to traverse a hierarchical
organization structure upwards.

Our visualization and interaction user interface is based
on three views of the digital collection (see Figure 2):

1. The top-left window shows the topics in the collec-
tion by detailing their size and keyword summaries.
The keywords that summarize and differentiate the
topics are computed automatically and depend only
on the contents in the collection. Our automatic key-
word construction algorithm extracts (1) the key-
words that summarize each level in a hierarchy of



topics and (2) the keywords that differentiate be-
tween different topics at the same level. The user
may click once on a folder to select a particular topic.
This operation selects the corresponding data in the
other two views. By clicking twice, the user expands
the topic to the next level in the hierarchy.

2. The top-right window presents a visualization method
for large-scale information we have developed [JPR99,
JPR98]. The topics that occur in the collection are
shown as disks whose size is proportional to the size
of the corresponding cluster. The distance between
two clusters is proportional to the distance between
the corresponding disks. Thus, if the user finds a
topic of particular interest, this visualization suggests
neighboring topics that might be related. However,
such an arrangement of disks may not be possible
in only two dimensions, so an arrangement which
approximately preserves distance relationships is re-
quired.

The user can may click on a disk once to highlight
it. This operation also highlights the corresponding
data in the other three views. The user may enter a
topic and proceed to the next level in the hierarchy
by clicking twice.

3. The bottom window lists the titles of the documents
in the collection. The user may click on a document
once to highlight it. This operation highlights the
clusters to which the document belongs in the other
two views. The user may click twice to view the text
of the document.

4 Filtering
Filtering is the task of selecting documents relevant to

a query from an incoming stream. Typically, the filter-
ing system decides whether a new document is relevant
instantly, without waiting for the subsequent documents
to arrive. The user may correct the filtering profile by
providing relevance feedback on the retrieved documents.

4.1 Filtering algorithms
We use the topic clusters computed with the star al-

gorithm (described in Section 3) and relevance feedback
information to compute the relevancy of a new document.
Our clustering approach to document filtering is based on
the premise that the similarity between a new document
and a star center that corresponds to a given topic approx-
imates well the relevance of the document to the topic. We
base this assertion on the following observations:

• the cluster hypothesis (“closely related documents
are relevant to the same queries”);

• the star clustering algorithm finds accurate clusters,
as shown in [JPR99, JPR98]; and

• a cluster obtained with the star clustering algorithm
is well-represented by the document at the star cen-
ter.

Thus, we define the following rules for determining the
relevancy of a document based on the relevancy the cluster
center:

1. A document is relevant if its adjacent center is rele-
vant.

2. A document is not relevant if its adjacent center is
not relevant.

These rules do not address the case when the star clus-
tering algorithm places a new document in more that one
cluster, or at the center of a cluster. These cases are re-
solved depending on the user’s goals and the design of the
filtering system. The following are the examples of possible
strategies.

1. If a document is adjacent to both relevant and non-
relevant centers, we may consider it to be

• relevant if recall, or fraction of all relevant doc-
uments that are retrieved, is important;

• non-relevant if precision, or fraction of relevant
documents in the retrieved set, is valued.

2. If a document is a cluster center we may

• decide document relevancy based on the rele-
vancy of other documents in the cluster (e.g.,
if at least 90% of documents in the cluster are
relevant, then the center is relevant as well);

• ask the user to provide input.

Given the rules for deciding the relevancy of a document
to the filtering profile based on the previous observations,
we formalize our approach to document filtering:

1. Select clustering threshold.
2. Cluster documents using the star algorithm.
3. Obtain initial relevancy information.
4. For each new document:
5. Add the document to the clustering using

the star algorithm Update procedure [JPR99].
6. Decide whether the document is relevant

based on its cluster membership.
7. Retrieve the document, if relevant; correct

relevance information based on the user’s input.

An implementation of a filtering system based in this
algorithm needs to address the following points:

• Which threshold parameter for clustering should be
selected?

• How is the relevance feedback obtained?

• How should we resolve undefined cases when deciding
document relevancy?

We answer these questions, present an implementation
of our filtering system, and explore its performance in the
next sections.

4.2 The Filtering Algorithm
The filtering algorithm described in this section assumes

the following minimal functionality of a filtering system.
The user supplies the topic description in the form of key-
words, or as a sample set of relevant documents. As new
documents arrive, they are compared to the filtering profile
(topic description), and the documents matching the topic



are presented to the user. The user may correct the filter-
ing profile by providing relevance feedback on the retrieved
documents. The retrieved documents are ordered only by
the time of their arrival. It is safe to assume that the user
would prefer the retrieval of a smaller set of documents
most of which are relevant over a more comprehensive,
but less precise list. The details of the filtering algorithm
used by this system are not available to the user. The sys-
tem selects an appropriate clustering threshold based on
the filtering profile and relevance information (described
in Section 4.3.3).

We developed an algorithm for deciding document rele-
vancy that emphasizes precision of the retrieved set. This
algorithm is based on the update procedure of the on-line
version of the star clustering algorithm [JPR99]. A new
document is added to the clustering using the star algo-
rithm update procedure. If the new document is not at the
center of a new cluster, then it is relevant if all its adjacent
cluster centers are relevant. If the new document is at the
cluster center, it is relevant if at least 75% of its adjacent
vertices are relevant.

This procedure is the basis for building our filtering
algorithm. We observe that only the documents in the
vicinity of the current topic profile affect the clustering of
relevant documents. Pre-filtering the documents around
the topic profile will increase system’s efficiency, without
decline in performance. The resulting filtering algorithm
is as follows:

1. Find pre-filtering threshold θ.

2. Cluster pre-filtered set using the star algorithm.

3. Select clustering threshold σ, based on the topic de-
scription and the initial relevant document set.

4. For each new document α within distance θ from the
filtering profile:

Add the document α to the clustering using the
procedure described above.

If α’s relevance tag is true, retrieve the document
α, and correct its relevancy, if necessary.

We will select the pre-filtering and clustering thresh-
olds to optimize the filtering performance as shown in Sec-
tion 4.3.3. We evaluate this filtering algorithm in the next
section.

4.3 Filtering Evaluation
In this section, we describe the document collections

used to evaluate our filtering system, the evaluation met-
rics used to assess performance, and the results of our
experiments.

4.3.1 Collections

In our experiments we used two collections consisting of
news articles that were used in TREC, and a smaller col-
lection of news concentrating on recent significant world
events.

FBIS This collection used in the TREC-6 filtering study
consists of 130,471 training and 120,653 test documents,
with relevance judgments available for 47 topics.

AP This is a filtering collection from TREC-7 that con-
sists of training documents from the AP88 collection, test
documents from the AP89 and AP90 collections, and 50
topics.

News Documents from our news collection are a part
ClariNews distribution. The collection consists of 9301
documents from the following clari groups: hot.n (spe-
cial group for the impeachment of President Clinton), hot.o
(special group for the conflict in Iraq), hot.a (special group
for the crisis in Kosovo), usa.military, usa.top, world.americas.south
(parent group for world.americas.brazil), world.europe.russia
and world.top. Four groups were selected to represent
filtering topics. The groups clari.hot.n, clari.hot.o,
clari.hot.aand clari.world.americas.brazilwere cho-
sen for their concentration on well-defined themes (im-
peachment, Iraq, Yugoslavia, and the Brazilian economy).
The topic size are 441, 861, 3586 and 266 documents, re-
spectively. The collection was split into training and test-
ing halves so that the topics are represented equally in
both parts, and the documents in the training half of a
topic precede those in the testing part.

4.3.2 Evaluation measures

The TREC filtering track experimented with different eval-
uation measures over the years. For administrative and
practical reasons, the TREC filtering task uses utility mea-
sures F1 and F3 (see Table 1). Precision and recall based
measures were discarded because of their inability to dif-
ferentiate between systems that return no relevant docu-
ments (where clearly returning no documents at all is a
much better behavior than returning a great number of
non-relevant documents).

Relevant Not Relevant
Retrieved R+ N+

Not Retrieved R− N−

F1 = 3R+ − 2N+

F3 = 4R+ −N+

Table 1: Utility measures.

The drawback of these utility measures is that they can-
not be meaningfully averaged over all topics. Furthermore,
these (and other) utility measures place equal value on all
relevant documents. An example cited in the TREC-7 fil-
tering report [Hul98] points out that the 1000th retrieved
relevant document will likely provide no new content over
the previous 999 relevant documents, and should therefore
be valued less than the others. One can similarly argue
about the relative importance of the 998th relevant docu-
ment, and so on. It is not only the fact that we already
have many relevant documents that makes a new relevant
document potentially uninteresting, but the actual content
similarity of this document to the previous ones.1 Unfor-

1In fact, a filtering system that uses clustered organization is well
suited to dealing with this problem by separating the documents

with new content from the rest. This way, the total number of
retrieved relevant documents does not matter, as long as they fit
into a small number of topics.



tunately, current performance measures do not take con-
tent retrieval into account. Given a choice of traditional
performance measures, we select one such measure:

F =
2pr

p + r
[Rij79, Sha86],

where p is precision and r is recall for our experiments.
Our preference for this measure is based on the ease of
averaging and comparison across the topics, even though
we are aware of the limitations of recall-precision based
evaluation measures.

4.3.3 Threshold selection in the filtering algorithm.

The following experiment was used to determine the em-
pirical clustering threshold used in our system. We used
the FBIS collection where we kept the most represented
topics (a total of 35 topics). Given a set of all relevant
documents for one topic, we find a clustering of this set
at every possible threshold using the star algorithm. A
document from the test set is relevant if its similarity to
at least one cluster center is at least the threshold used to
obtain the clustering. We compare the set of documents
selected this way to the set of relevant test documents us-
ing the F measure, and find the threshold that maximizes
F . The best F measure and the corresponding threshold
are recorded. We also compute the mean similarity and
the standard deviation of the set of training relevant doc-
uments. The difference between the best threshold and
the mean similarity is expressed in terms of standard devi-
ation and plotted. The plot in Figure 3 shows the number
of topics for which the best threshold is within a certain
distance from the mean. We observed that most topics are
within one standard deviation from the mean and used this
bound as our empirical threshold.
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Figure 3: This figure shows the distribution of topics in
terms of standard deviations from the mean threshold.

The empirical results in Figure 3 provide the threshold
used in a filtering system: the mean similarity plus one
standard deviation with respect to the training relevant
set.

4.3.4 Experiments

We have used the above collections to evaluate the per-
formance of cluster-based filtering. In addition to the fil-

tering algorithm based on the star clustering described in
Section 4.2 we tested the following simpler filtering strate-
gies.

Filtering around the topic centroid. This method is sim-
ilar to the regular document retrieval around a query, and
assumes that relevant documents are closer to the topic
description than non-relevant ones. We take a set consist-
ing of all training relevant documents for a topic, find the
centroid of this set, and the minimum similarity between
the centroid and vectors in the set. We select documents
from the test set which similarity to the centroid is no less
than the minimum similarity established on the training
set. Compare the selected set of documents to the set of
relevant test documents using F = 2pr/(p + r) measure.
We will refer to this method by CENT, and look at two
variations. In the first variation called static, we use the
centroid and the best threshold from the training collec-
tion throughout the filtering experiments. In the second
variation, called moving, we adjust the centroid with each
new relevant document added.

Filtering using the optimal cluster in a topic. This method
considers a possibility of uneven distribution of relevant
documents around the topic, and attempts to find the
area most populated with relevant documents. We take
a set consisting of all training relevant documents for a
topic, for every possible threshold find all clusters in this
set using the star algorithm. A document from the test
set is selected if its similarity to a cluster center is no less
than the threshold used to obtain the clustering. Com-
pare the selected set of documents to the set of relevant
test documents using F = 2pr/(p + r) measure, find the
threshold that maximizes F . We will refer to this method
by CLUS, and look at two variations. In the first varia-
tion called static, we use the centroid of the best cluster
from the training collection throughout the filtering exper-
iments. In the second variation, called moving, we adjust
the centroid with each new relevant document added.

Filtering using the star algorithm. Finally, we use the
filtering algorithm outlined in Section 4.2. We apply this
algorithm using a fixed pre-filtering threshold and a range
of clustering thresholds. We compare the retrieved set of
documents to the set of relevant test documents using F =
2pr/(p+r) measure, and find the threshold that maximize
F . We will refer to this method by STAR.

static moving static moving
CENT CENT CLUS CLUS STAR

FBIS .230 .263 .243 .285 .294
AP .257 .285 .260 .302 .310
News .842 .893 .904 .907 .907

Table 2: This tables shows the best Favg achieved by each
of the three filtering algorithms described above (with two
variations for the centroid (CENT) and cluster (CLUS)
algorithms) over several filtering thresholds.

Figure 2 presents the results from the five experiments
outlined above on the three test collections. We describe



the performance of each algorithm as the average F -measure,
where F is averaged over all topics. Thus, the higher the
F value, the better the performance. We observe that
the moving methods outperform the static methods and
that the cluster methods outperform the centroid methods.
Furthermore, the method based on the star algorithm has
the best performance. Thus, we conclude that clustering,
and especially the star algorithm are useful in improving
the performance of the filtering task.

5 Discussion
We have described an applications of the star informa-

tion organization system to filtering. While exploring the
cluster-based paradigm to these applications we found the
following advantages over non cluster-based approaches.
(1) Clustered organization makes initial topic exploration
and query refinement easy. (2) The filtering is recall-
oriented, i.e., when a document status is uncertain, the
document is presumed relevant and retrieved. This lowers
the chance of missing a relevant document; at the same
time the clustered organization diminishes the impact on
the user of inevitably higher volume of non-relevant docu-
ments in the retrieved set. (3) The clustered view and high
recall provide an excellent and easy opportunity for the
user to explore and change the topic. (4) To adjust topic
definition the user needs to provide relevance feedback only
for the star cluster centers, instead of all retrieved docu-
ments. We believe that clustering provides a “content-level
compression” that can have a large impact on information
organization from the point of view of information trans-
mission and also for dealing with information overload for
users. In the future, we plan to continue these studies to
measure this kind of compression. We hope that this work
will lead to scalable approaches to information access.
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