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Research & Development at
FIVIBBADIADIC Laboratory and AGNIK, LLC

CEISiibuted and mobile data mining.

CSlipported by Departmenit offiSemeland Security,

INASA, US National Sciﬁundaﬂon CAREER‘W-_

aWerd and other gran iFEerce, TRW
RESearch Foundation) and Technology _f:‘._’
PEVelopment Geuncil, and others. ;

)  §/

Agnik, LLC: A Spin-off from DIADIC Lab,
speciqlizing on mobile and distributed data’mining
and management.

INRE(®DM)

> Sealableranalysis of data by
carefullattention to the resources:

- g’
muRjcaton,
Storages and
human-ceomputer interaction.

Distributed' data mining (DDM): Mining data
using distributed resources.
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AWKDD \Workshiepren Distributed Data Mining, 1998.

-
ACM SIGgD Woerkshoep on Distributed Data Mining, 2000.

PKDD Workshiepron Ubiguitous Data Mining for Mobile and
Distributed Environments, 2001.

SIAM International Data Mining Conference Workshop on
High Performance and Distributed Mining (2001, 2002,
2003, 2004, 2005, 2006)

Ing in Distributed and Mobile

J ERVieRments
#
gibaiabases fifem distributed sites
4 EarthpsScience; Astronomy, Counter-terrorism,
g BioIieRmatics

Viennterng Multiple time critical data streams
oni ing vehicle data streams in real-time
nitering physielogical data streams

Analyzing data in Lightweight Sensor Networks and
Mobile devices

Limited network bandwidth
Limited power supply.

Preserving privacy.
Security/Safety related applications

Peer-to-peer data mining
Large decentralized asynchronous environments




Wn multEagentleaming, ensemble learning

-
Columi) Un”ersity—--Meta—Iearning—based system
ifofclis tediintrusion detection, Sal Stolfo, 1997.

Los Alames National Laboratory, PADMA system for
distributed text data mining, Kargupta, 1996.

e AtVohile Data Stream Mining
1 O S;[_gck Market Data

An interactive PDA-based data mining system
for stock-market data (IEEE TKDE, Kargupta
et al., 2000)

Visualize the spectrum of the decision tree
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P RESelIrce-Constrained Real-time

.. ngical [Data Stream Monitoring
eI ENSENS OIS aVailallenn the ‘_

m-ket
> Sej EgigAnmbandiienm Bodyledia

> WearableWest s
> LLifeShiri (%ment from\Vivometrics

» SenseWWearanmand can measure
heat flux; accelerometer, galvanic
skin response, skin temperature,
near body temperature

» Arm band can store up to about 5
days of data.

1. www.smartextiles.info

_— NeWhySiological Data Stream
p -~ Vienitering Devices

Detecting emerging patternsin a group of health workers, soldiers,
elderly individuals, animals.




r"' I\/IeFIeet: A Vehicle Data Stream

vz enpandivining| Software System

.

|t

@n=eardiVedule:

CME data streams, from
the Vehicle dataus

Onbeard datasstreaiimining
Communie With 2 remoete
controel statien

Privacy management

Central control station:

Data Management
Data mining
Communicates with the on-board

modules over wireless networks
Privacy management

Funded by US Air Force.
A commercial product to
bereeased in Q1, 2006.

Collection Module:
Components

Optional GPS
7 —— \mOdUle
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~ Closer Look
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‘ Power supply

OBD-I| adapter connected to a Ford VVan OBD-I1 port

Passive e:
Collect datarand
ana-er
offline: >

Active Mode:
Analyze data In
real-time either on-
board (cell-phone,
PDA, embedded
device) or remote
desktop connected

over wireless
network. Onboard devices




Venigieldata Stream Mining
-
»
VERICIENTE Vienitexing and Maintenance:
evenalimoedelfand datardiven fault-tests
. nepunLsualiefiavieiFiora sulbsystem and accessing the data producing
foy
-
FUellConsu tim Analysis:

IS theny burming fuel efficiently? Identify influencing factors and optimize

Detectimiiuenceroirdnver behavior on gas mileage and eliminate inefficient
driving practces

Driver Behavior Monitoring:
Route monitering: Fixed and variable routes
Direct Cost Issues: e.g. ldling, braking habits
Safety Issues: e.g. speeding, trajectory monitoring (e.g. stopping, turns)

Vehicle location related services

Vehicular network security and privacy management

washingtonpost.com .
Hackers Target U.S. Power Grid

Government Quietly Warns Utilities To Beef Up Their Computer Security

By Justin Blum
Washington Post Staff Writer
Friday, March 11, 2005; Page EO1

Hundreds of times a day, hackers try to slip past cyber-security into the computer
network of Constellation Energy Group Inc., a Baltimore power company with
customers around the country.

"We have no discernable way of knowing who is trying to hit our system,” said
John R. Collins, chief risk officer for Constellation, which operates Baltimore Gas
and Electric. "We just know it’s being hit."




y-Sensitive Cross-Domain
nbfision Detection

-
Cro NEEWork Attack Detection system using
RHVE envinolDistribuied Data Mining

IDEtECLostealih attacks
' IINGNIGNELS
entiiyigieross=domain attack patterns, worm classification

Sponsow DEpartment of Homeland Security

Partners:

Agnik, Army High Performance Research Center, University of
Minnesota, and Tresys Inc.

PURSUIT Consortium:
Purdue University
Ohio State University
Stevens University
SRI International
University of lllinois at Urbana-Champaign
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Spatial Attack Distribution of IPs on the Same Day:
(Left) IPs attacking the UFL network on 12/09/04
(712 scanners). (Middle) IPs attacking the UMN

network on 12/09/04 (14,938 scanners). (Right)
Intersection of the IPs attacking UFL and UMN (201
scanners). Courtesy. Vipin Kumar, UMN




ELEERPEE VIV eb Mlnlng

" { "
What is the Has anybody
B most visited ~ = hfoundta
news-page / c tiat?us c;re
in network d|g|t):;|
today? camera?
N
What is the
most-likely ‘
browsin
pattern t% What is the best
know about search-key to search
“Data for “Child Care”?
Mlnlng ?

ShuipBrewser Data
>

Weag-afowseEr llsicisY
'%s%cache

Clickssiregm data stored at browser

(BreWsInepattern)

Search gueries typed in the search
engine

User profile

Bookmarks

10



5 3' DBV Algorithms
r V. -
e

f(x1, x2) X2

-
Hundreds o DM algerithms exist
DistiAta sociationirule learning
DistributedfPCAsandrother dimension reduction technigues
Distributed clustering and Bayesian network learning
Distributed multi=variate regression and other statistical algorithms
Distributed construction; of ensemble models

http://\swww.cs.umbbc.edu/=hillol/DDMBIB

Environments:
Homogeneous Sites: Sites observing a common set of features.
Heterogeneous Sites: Sites observing different feature sets.

scHens and lnner Products

” : :
, Epresentation using Inner
UCLS

ITREMPIGELCT IS a usefull primitive

Conelapnmatrix and Euclidean distance computation
ClUstening

Principalfcomponent analysis

Decision tree construction

Bayesian network construction

Computing Inner Product

Deterministic
Probabilistic

11



r-"Inr Produict Computation:

iminIstic llechniques

”~
o

Exact computation

Orthogonal transformations
Fourier
Wavelet
Eigenvectors

o) Transform the data vectors,
inner product communicate the sufficient
statistics, compute the inner

product

IRRERPreduct Computation: A

d%bgbnistic Technique

Noede2 Node 1 computes Z

Zy=A1.3,+..+An.d,

J e {+1,-1} with
uniform probability

Node 2 calculates Z, ,
Z,=B1.J;+..+Bn.J,

Compute z, ..z, , for a
few times and take the
average

12



5 Jrler Product Results
F iV

Inner product

—e— Inner product

-

5 10

Variation of the mean relative error in distributed
inner product with respect to 77 (in percentage) using
uniformly distributed data [0,1]. The mean is
computed over 10 independent runs.

IEREIedUcts: Al Ordinal Approach

. g -
- No@ted R the value of the inner

Wts

o
EindstiiERenNES that rank high

13
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MALA A benirandom samples; Cdf F(x);

-
-

Boundithe probability
Ag<Ay<--<A; PA,;>C)>0

1-p">
. p=0.95, g=0.95
o lg(1-q) n>=59

lgp

@ndial Sampllng In a P2P

Node' B contains a data vector Xpi

Initiate a random walk, select P; and compute the
inner product between X, and X,

Metropollis-Hasting algorithm for random walk

14



3 ending Privacy-Preserving

‘ dieghnigues
*

Witizaﬁon

Randem p@r&rbation (Agrawal and Srikant, 2001)
Randeminultiplicative noise

Secured VulwErParty: Computation (Goldreich, 1998)
K-Anenymity. (Sweeney, 2002)

K-Ring| of Privacy: (Kargupta, et al., 2005)

" Data Pert}_lrrbation—based
‘ipproach: The Idea

Local Data Site ’ Local Data Site

New Representation of the New Representation of
raw data the raw data




e Wm. Additive Noise

PErured Data (UL) = Original Data (U) + Noise (R)

Enties of'ho'ge matrix R are i.i.d.

Refereﬂ:es:
Agrawalfand Srikant, SIGMOD, 2000
Eviimievski, December, 2002 SIGKDD Explorations

Evfimievski, Srikant, Agrawal, Gehrke, ACM
SIGKDD: Conference, 2002

Rizvi and Haritsa, 2002
Others....

y W'om Addiitive Perturbation
-

g-n
t@

Given mxn dimensional data set X and

mxn dimensional noise matrix with i.i.d. entries.
Compute the perturbed data Z, where Z = X + R
Release Z to the data miner for estimating patterns.

Agrawal and Srikant, 2001.
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T
Strctured Data

17
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PErusEdlVersion (Data + Noise)

0T O
_k'\\._
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T A
BEIGENVaIUES off Random Matrices

Bounds of the eigenvalues:

Apgn = 'C’J':.J- - J-/ V@)J
Amax = 02(1+ 1//Q)

Q=number of rows/number of columns.
o2 = variance of entriesin the noise matrix.

19



e Pertu&ation & Eigenvalues
girRandem: Matrices

Spectral filtering based on properties of eigenvalues
of random matrices.

Elerences
-~

4 pSivakumearsand H. Kargupta. (2004).
’rivacy SEnsitverBayesian Network Parameter
: Uneloceedings of the Fourth 1EEE
|termatit pnierence on Data Mining. Brighton,
UK, pages 427-430.

H. Kargupta;'s. Datta, Q. Wang, and K. Sivakumar.
(2005). Randem Data Perturbation Techniques and
Privacy Preserving Data Mining. Knowledge and
Information Systems Journal, volume 7, number 4,
pages 387--414.
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Wlpl jcative Noise

pediDate (UL = Original Data
OJSE 1(.R)

-
Ul =UR

Can ULl be usedi for privacy preserving
applications?

Preserves inner product and Euclidean distance.

21
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- R;ﬁdo'm PIejection

(T g

%H. Kargupta, and J. Ryan. (2005).
Ic2VEINOISE) Random Projection, and Privacy
Preservineipeie Mining from Distributed Multi-Party

DatasAtepted for publication in the /EEE
IrarsacHpIs Ol A Iowledge. and Data Engineering.

(In Press)
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K Rlng of Privacy

j

&

Privacy-preserving Representation

‘ Transformation
I -

ﬁ

. Form__al Definition
‘ *
L.

S ={(x, )} and X, ={X[(x,¥,)e S}
k=min| X |

If for all y, wecan guarantee Py, 1]

PL; %]
then transformation T offersa (k, ) — Ringof Privacy

Sy VX, %€ X,




| Asiplified Definition
B

For all yikguﬁanteeP[yi IX]=PLy; %] VXx,%€ X,

Therefore, y =1

A Twoe-Channel Plan
Noise free pattern-channel
Noisy channel privacy-presrvation

AvElRcuenally Complete
Epresentation

Weongider & basisiset

A targetiiaction
- B(x) = Zj W, ()

G, =¥, W

24
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ExamplesVilticVariate Fourier Representation

F j -
-
EREGlTENE NEation () = X 5 Wy, Wi (%)

wheh

Jis an indexegseh

w, is thekeicoetficient; w, = ¥, f(x) y,(x)
W, (%) Is the REBasis function.

In Binary demain
WG = (1)

Random: Mixing

-

#*
G, =¥, W
=SRPW = (¥, P)(P"W) =¥, W
.

Whererhsiarrandom invertible matrix

Data owner releases \PX andW

25



- elllué faien: Nearest Neighbor
- dCcmthation

NI paIlEWIsSe similarity matrix

ok
T

2 G, =Y W,
. Diaad p a

WherelWHSs a diagonal matrix

In Fourier representation entries are
from the set:

f ‘F{agdom Mixing
G 1V W =¥, PPW(P")PT ¥
B[\, PI[PW(P") [P ]
E ‘I"XPW"P'lq

Release ¥, andW'

26
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.
Example

-~
-
Fpbit domain 400, 01, 10, 11}
MUlt=Vaiate Fourier basis set

0 0

0

0
L
2
0
0

0
-
2
0

Conclusions

;“*

asing numleer of data rich
distreed applications
Per@sivgwireless environments
Cifle
R2P filersharing networks

Cress-demain multi-organizational
environments

Interesting Algorithmic Challenges

27



_ N tlre Work

Cud IEchenS of the field of DDM:

¥

Wurce constiained data stream management and mining

pP2PR dat:r m@ng

PrVaCYAPreseving data mining
arge-scale grid-based DDM
Human-computer interaction issues

Communication & collaboration management, reasoning
capabilities---Multi-agent systems
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